


Probability

z

Table entry for z is the area 
under the standard Normal 
curve to the left of z.

TABLE A Standard Normal probabilities

z .00 .01 .02 .03 .04  .05 .06 .07 .08 .09

23.4 .0003 .0003 .0003 .0003 .0003 .0003 .0003 .0003 .0003 .0002
23.3 .0005 .0005 .0005 .0004 .0004 .0004 .0004 .0004 .0004 .0003
23.2 .0007 .0007 .0006 .0006 .0006 .0006 .0006 .0005 .0005 .0005
23.1 .0010 .0009 .0009 .0009 .0008 .0008 .0008 .0008 .0007 .0007
23.0 .0013 .0013 .0013 .0012 .0012 .0011 .0011 .0011 .0010 .0010
22.9 .0019 .0018 .0018 .0017 .0016 .0016 .0015 .0015 .0014 .0014
22.8 .0026 .0025 .0024 .0023 .0023 .0022 .0021 .0021 .0020 .0019
22.7 .0035 .0034 .0033 .0032 .0031 .0030 .0029 .0028 .0027 .0026
22.6 .0047 .0045 .0044 .0043 .0041 .0040 .0039 .0038 .0037 .0036
22.5 .0062 .0060 .0059 .0057 .0055 .0054 .0052 .0051 .0049 .0048
22.4 .0082 .0080 .0078 .0075 .0073 .0071 .0069 .0068 .0066 .0064
22.3 .0107 .0104 .0102 .0099 .0096 .0094 .0091 .0089 .0087 .0084
22.2 .0139 .0136 .0132 .0129 .0125 .0122 .0119 .0116 .0113 .0110
22.1 .0179 .0174 .0170 .0166 .0162 .0158 .0154 .0150 .0146 .0143
22.0 .0228 .0222 .0217 .0212 .0207 .0202 .0197 .0192 .0188 .0183
21.9 .0287 .0281 .0274 .0268 .0262 .0256 .0250 .0244 .0239 .0233
21.8 .0359 .0351 .0344 .0336 .0329 .0322 .0314 .0307 .0301 .0294
21.7 .0446 .0436 .0427 .0418 .0409 .0401 .0392 .0384 .0375 .0367
21.6 .0548 .0537 .0526 .0516 .0505 .0495 .0485 .0475 .0465 .0455
21.5 .0668 .0655 .0643 .0630 .0618 .0606 .0594 .0582 .0571 .0559
21.4 .0808 .0793 .0778 .0764 .0749 .0735 .0721 .0708 .0694 .0681
21.3 .0968 .0951 .0934 .0918 .0901 .0885 .0869 .0853 .0838 .0823
21.2 .1151 .1131 .1112 .1093 .1075 .1056 .1038 .1020 .1003 .0985
21.1 .1357 .1335 .1314 .1292 .1271 .1251 .1230 .1210 .1190 .1170
21.0 .1587 .1562 .1539 .1515 .1492 .1469 .1446 .1423 .1401 .1379
20.9 .1841 .1814 .1788 .1762 .1736 .1711 .1685 .1660 .1635 .1611
20.8 .2119 .2090 .2061 .2033 .2005 .1977 .1949 .1922 .1894 .1867
20.7 .2420 .2389 .2358 .2327 .2296 .2266 .2236 .2206 .2177 .2148
20.6 .2743 .2709 .2676 .2643 .2611 .2578 .2546 .2514 .2483 .2451
20.5 .3085 .3050 .3015 .2981 .2946 .2912 .2877 .2843 .2810 .2776
20.4 .3446 .3409 .3372 .3336 .3300 .3264 .3228 .3192 .3156 .3121
20.3 .3821 .3783 .3745 .3707 .3669 .3632 .3594 .3557 .3520 .3483
20.2 .4207 .4168 .4129 .4090 .4052 .4013 .3974 .3936 .3897 .3859
20.1 .4602 .4562 .4522 .4483 .4443 .4404 .4364 .4325 .4286 .4247
20.0 .5000 .4960 .4920 .4880 .4840 .4801 .4761 .4721 .4681 .4641
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z

Probability

Table entry for z is the area 
under the standard Normal 
curve to the left of z. 

TABLE A Standard Normal probabilities (continued)

z .00 .01 .02 .03 .04 .05 .06 .07 .08 .09

0.0 .5000 .5040 .5080 .5120 .5160 .5199 .5239 .5279 .5319 .5359
0.1 .5398 .5438 .5478 .5517 .5557 .5596 .5636 .5675 .5714 .5753
0.2 .5793 .5832 .5871 .5910 .5948 .5987 .6026 .6064 .6103 .6141
0.3 .6179 .6217 .6255 .6293 .6331 .6368 .6406 .6443 .6480 .6517
0.4 .6554 .6591 .6628 .6664 .6700 .6736 .6772 .6808 .6844 .6879
0.5 .6915 .6950 .6985 .7019 .7054 .7088 .7123 .7157 .7190 .7224
0.6 .7257 .7291 .7324 .7357 .7389 .7422 .7454 .7486 .7517 .7549
0.7 .7580 .7611 .7642 .7673 .7704 .7734 .7764 .7794 .7823 .7852
0.8 .7881 .7910 .7939 .7967 .7995 .8023 .8051 .8078 .8106 .8133
0.9 .8159 .8186 .8212 .8238 .8264 .8289 .8315 .8340 .8365 .8389
1.0 .8413 .8438 .8461 .8485 .8508 .8531 .8554 .8577 .8599 .8621
1.1 .8643 .8665 .8686 .8708 .8729 .8749 .8770 .8790 .8810 .8830
1.2 .8849 .8869 .8888 .8907 .8925 .8944 .8962 .8980 .8997 .9015
1.3 .9032 .9049 .9066 .9082 .9099 .9115 .9131 .9147 .9162 .9177
1.4 .9192 .9207 .9222 .9236 .9251 .9265 .9279 .9292 .9306 .9319
1.5 .9332 .9345 .9357 .9370 .9382 .9394 .9406 .9418 .9429 .9441
1.6 .9452 .9463 .9474 .9484 .9495 .9505 .9515 .9525 .9535 .9545
1.7 .9554 .9564 .9573 .9582 .9591 .9599 .9608 .9616 .9625 .9633
1.8 .9641 .9649 .9656 .9664 .9671 .9678 .9686 .9693 .9699 .9706
1.9 .9713 .9719 .9726 .9732 .9738 .9744 .9750 .9756 .9761 .9767
2.0 .9772 .9778 .9783 .9788 .9793 .9798 .9803 .9808 .9812 .9817
2.1 .9821 .9826 .9830 .9834 .9838 .9842 .9846 .9850 .9854 .9857
2.2 .9861 .9864 .9868 .9871 .9875 .9878 .9881 .9884 .9887 .9890
2.3 .9893 .9896 .9898 .9901 .9904 .9906 .9909 .9911 .9913 .9916
2.4 .9918 .9920 .9922 .9925 .9927 .9929 .9931 .9932 .9934 .9936
2.5 .9938 .9940 .9941 .9943 .9945 .9946 .9948 .9949 .9951 .9952
2.6 .9953 .9955 .9956 .9957 .9959 .9960 .9961 .9962 .9963 .9964
2.7 .9965 .9966 .9967 .9968 .9969 .9970 .9971 .9972 .9973 .9974
2.8 .9974 .9975 .9976 .9977 .9977 .9978 .9979 .9979 .9980 .9981
2.9 .9981 .9982 .9982 .9983 .9984 .9984 .9985 .9985 .9986 .9986
3.0 .9987 .9987 .9987 .9988 .9988 .9989 .9989 .9989 .9990 .9990
3.1 .9990 .9991 .9991 .9991 .9992 .9992 .9992 .9992 .9993 .9993
3.2 .9993 .9993 .9994 .9994 .9994 .9994 .9994 .9995 .9995 .9995
3.3 .9995 .9995 .9995 .9996 .9996 .9996 .9996 .9996 .9996 .9997
3.4 .9997 .9997 .9997 .9997 .9997 .9997 .9997 .9997 .9997 .9998

Moore_4e_Tables_Notes_5th_Pass.indd   3 23/09/15   3:40 PM



The 
Practice of  
StatiSticS for 
BuSineSS and 
economicS

Moore_4e_FM_Printer.indd   1 10/9/15   11:47 AM



this page left intentionally blank



David S. Moore
Purdue University

George P. McCabe
Purdue University

Layth C. Alwan
University of Wisconsin–Milwaukee

Bruce A. Craig
Purdue University

W. H. Freeman and Company
A Macmillan Education Imprint

The 
Practice of  
StatiSticS for 
BuSineSS and 
economicS

Fourth 
EDItIoN

Moore_4e_FM_Printer.indd   3 10/9/15   11:47 AM



Publisher: Terri Ward

Senior Acquisitions Editor: Karen Carson

Marketing Manager: Cara LeClair

Senior Developmental Editor: Katrina Mangold

Media Editor: Catriona Kaplan

Associate Editor: Marie Dripchak

Editorial Assistant: Victoria Garvey

Photo Editor: Cecilia Varas

Photo Researcher: Elyse Rieder

Cover and Text Designer: Blake Logan

Illustrations: MPS Ltd.

Senior Production Supervisor: Susan Wein

Project Management: MPS North America LLC

Composition: MPS Ltd.

Printing and Binding: RR Donnelley

Cover and Title Page Image: Oleksiy Mark/Shutterstock

Library of Congress Control Number: 2015948762

Instructor Complimentary Copy:
ISBN-13: 978-1-4641-3226-1
ISBN-10: 1-4641-3226-7

Hardcover:
ISBN-13: 978-1-4641-2564-5
ISBN-10: 1-4641-2564-3

Loose-leaf:
ISBN-13: 978-1-4641-3227-8
ISBN-10: 1-4641-3227-5

© 2016, 2011, 2009, 2003 by W. H. Freeman and Company
All rights reserved

Printed in the United States of America

First printing

W. H. Freeman and Company
One New York Plaza
Suite 4500
New York, NY 
10004-1562
www.macmillanhighered.com

Moore_4e_FM_Printer.indd   4 10/9/15   11:47 AM

http://www.macmillanhighered.com


v

The Core book includes Chapters 1–14. Chapters 15–17 are  
individual optional Companion Chapters and can be found at  
www.macmillanhighered.com/psbe4e.

CHAPTER 1 Examining Distributions 1

CHAPTER 2 Examining Relationships 63

CHAPTER 3 Producing Data  123

CHAPTER 4 Probability: The Study of Randomness  173

CHAPTER 5 Distributions for Counts and Proportions 243

CHAPTER 6 Introduction to Inference  287

CHAPTER 7 Inference for Means 357

CHAPTER 8 Inference for Proportions 417

CHAPTER 9 Inference for Categorical Data 455

CHAPTER 10 Inference for Regression 483

CHAPTER 11 Multiple Regression 531

CHAPTER 12 Statistics for Quality:  

Control and Capability 591

CHAPTER 13 Time Series Forecasting  643

CHAPTER 14 One-Way Analysis of Variance 711

BRIEF COnTEnTS

CHAPTER 15 Two-Way Analysis of Variance 15-1

CHAPTER 16 nonparametric Tests 16-1

CHAPTER 17 Logistic Regression 17-1

Moore_4e_FM_Printer.indd   5 10/9/15   11:47 AM

http://www.macmillanhighered.com/psbe4e


this page left intentionally blank



vii

COnTEnTS

To Instructors: About This Book xv
Media and Supplements xxi
To Students: What Is Statistics? xxiv
Index of Cases xxviii
Index of Data Tables xxix
Beyond the Basics Index xxx
About the Authors xxxi

CHAPTER 1 Examining Distributions 1

Introduction 1

 1.1 Data 2
Section 1.1 Summary 6
Section 1.1 Exercises 6

1.2 Displaying Distributions  
with Graphs 7

Categorical variables: Bar graphs  
and pie charts 7

Quantitative variables: Histograms 12
Case 1.1 Treasury Bills  12
Quantitative variables: Stemplots 15
Interpreting histograms and stemplots 17
Time plots 19
Section 1.2 Summary 20
Section 1.2 Exercises 21

 1.3 Describing Distributions  
with numbers 23

Case 1.2 Time to Start a Business  23
Measuring center: The mean 24
Measuring center: The median 25
Comparing the mean and the median 26
Measuring spread: The quartiles 27
The five-number summary  

and boxplots 29
Measuring spread: The standard  

deviation 31
Choosing measures of center  

and spread 32

BEyOnD THE BASICS:  
Risk and Return 33
Section 1.3 Summary 34
Section 1.3 Exercises 35

 1.4 Density Curves and the normal  
Distributions 38

Density curves 38
The median and mean of a  

density curve 39
Normal distributions 42
The 68–95–99.7 rule 43
The standard Normal distribution 45
Normal distribution calculations 46
Using the standard Normal table 48
Inverse Normal calculations 49
Assessing the Normality of data 51
BEyOnD THE BASICS: Density  
Estimation 54
Section 1.4 Summary 56
Section 1.4 Exercises 57

Chapter 1 Review Exercises 59

CHAPTER 2 Examining Relationships 63

Introduction 63

 2.1 Scatterplots 65
Case 2.1 Education Expenditures  
and Population: Benchmarking 65
Interpreting scatterplots 67
The log transformation 68
Adding categorical variables  

to scatterplots 70
Section 2.1 Summary 71
Section 2.1 Exercises 72

 2.2 Correlation 74
The correlation r  75
Facts about correlation 76
Section 2.2 Summary 78
Section 2.2 Exercises 78

Moore_4e_FM_Printer.indd   7 10/9/15   11:47 AM



viii  COnTEnTS

 2.3 Least-Squares Regression 80
The least-squares regression line 81
Facts about least-squares regression 86
Interpretation of r2 87
Residuals 88
The distribution of the residuals 92
Influential observations 92
Section 2.3 Summary 94
Section 2.3 Exercises 95

 2.4 Cautions about Correlation  
and Regression 98

Extrapolation 98
Correlations based on averaged data 99
Lurking variables 100
Association is not causation 101
BEyOnD THE BASICS: Data Mining 102
Section 2.4 Summary 103
Section 2.4 Exercises 103

 2.5 Relations in Categorical Data 104
Case 2.2 Does the Right Music  
Sell the Product?  104
Marginal distributions 105
Conditional distributions 107
Mosaic plots and software output 109
Simpson’s paradox 110
Section 2.5 Summary 112
Section 2.5 Exercises 113

Chapter 2 Review Exercises 116

CHAPTER 3 Producing Data  123

Introduction 123

 3.1 Sources of Data 124
Anecdotal data  124
Available data  124
Sample surveys and experiments  126
Section 3.1 Summary 127
Section 3.1 Exercises 128

 3.2 Designing Samples 129
Simple random samples 132
Stratified samples 134
Multistage samples 135
Cautions about sample surveys 136
BEyOnD THE BASICS:  
Capture-Recapture Sampling 139

Section 3.2 Summary 140
Section 3.2 Exercises 140

 3.3 Designing Experiments 142
Comparative experiments 145
Randomized comparative  

experiments 146
Completely randomized designs 147
How to randomize 147
The logic of randomized  

comparative experiments 150
Cautions about experimentation 153
Matched pairs designs 154
Block designs 155
Section 3.3 Summary 157
Section 3.3 Exercises 157

 3.4 Data Ethics 160
Institutional review boards 160
Informed consent 161
Confidentiality 162
Clinical trials 163
Behavioral and social science  

experiments 165
Section 3.4 Summary 167
Section 3.4 Exercises 167

Chapter 3 Review Exercises 169

CHAPTER 4  Probability: The Study  
of Randomness  173

Introduction 173

 4.1 Randomness 174
The language of probability 175
Thinking about randomness  

and probability 176
Section 4.1 Summary 176
Section 4.1 Exercises  177

 4.2 Probability Models 179
Sample spaces 179
Probability rules 182
Assigning probabilities: Finite  

number of outcomes 184
Case 4.1 Uncovering Fraud  
by Digital Analysis   184
Assigning probabilities: Equally  

likely outcomes 186

Moore_4e_FM_Printer.indd   8 10/9/15   11:47 AM



COnTEnTS  ix

Independence and the  
multiplication rule 187

Applying the probability rules 189
Section 4.2 Summary 191
Section 4.2 Exercises  191

 4.3 General Probability Rules 194
General addition rules 194
Conditional probability 197
General multiplication rules 200
Tree diagrams 201
Bayes’s rule 203
Independence again 205
Section 4.3 Summary 205
Section 4.3 Exercises  206

 4.4 Random Variables 209
Discrete random variables 210
Case 4.2 Tracking  
Perishable Demand 210
Continuous random variables 213
Normal distributions as  

probability distributions 215
Section 4.4 Summary 216
Section 4.4 Exercises 217

 4.5 Means and Variances of  
Random Variables 219

The mean of a random variable 219
Mean and the law of large numbers 222
Thinking about the law of  

large numbers 223
Rules for means 224
Case 4.3 Portfolio Analysis 225
The variance of a random variable 229
Rules for variances and  

standard deviations 230
Section 4.5 Summary 235
Section 4.5 Exercises 236

Chapter 4 Review Exercises  239

CHAPTER 5  Distributions for Counts 
and Proportions 243

Introduction 243

 5.1 The Binomial Distributions 244
The binomial distributions for sample 

counts 245

The binomial distributions  
for statistical sampling 247

Case 5.1 Inspecting a Supplier’s  
Products 247
Finding binomial probabilities 247
Binomial formula 250
Binomial mean and standard  

deviation 253
Sample proportions 255
Normal approximation for counts  

and proportions 256
The continuity correction 260
Assessing binomial assumption  

with data 261
Section 5.1 Summary 263
Section 5.1 Exercises 264

 5.2 The Poisson Distributions 267
The Poisson setting 267
The Poisson model 269
Approximations to the Poisson 270
Assessing Poisson assumption  

with data 271
Section 5.2 Summary 273
Section 5.2 Exercises 273

 5.3 Toward Statistical Inference 275
Sampling distributions 276
Bias and variability 279
Why randomize? 280
Section 5.3 Summary 281
Section 5.3 Exercises 281

Chapter 5 Review Exercises 284

CHAPTER 6  Introduction to  
Inference  287

Introduction 287

Overview of inference 288

 6.1 The Sampling Distribution of a 
Sample Mean 288

The mean and standard deviation  
of x 292

The central limit theorem 294
Section 6.1 Summary 299
Section 6.1 Exercises 300

Moore_4e_FM_Printer.indd   9 10/9/15   11:47 AM



x  COnTEnTS

 6.2 Estimating with Confidence 302
Statistical confidence 302
Confidence intervals 304
Confidence interval for a  

population mean 306
How confidence intervals behave 309
Some cautions 311
Section 6.2 Summary 313
Section 6.2 Exercises 314

 6.3 Tests of Significance 316
The reasoning of significance tests 316
Case 6.1 Fill the Bottles   317
Stating hypotheses 319
Test statistics 321
P-values 322
Statistical significance 324
Tests of one population mean 326
Two-sided significance tests  

and confidence intervals 329
P-values versus reject-or-not  

reporting 331
Section 6.3 Summary 332
Section 6.3 Exercises 333

 6.4 Using Significance Tests 336
Choosing a level of significance 337
What statistical significance does  

not mean 337
Statistical inference is not valid  

for all sets of data 339
Beware of searching for  

significance 339
Section 6.4 Summary 341
Section 6.4 Exercises 341

 6.5 Power and Inference  
as a Decision 343

Power 343
Increasing the power 345
Inference as decision 346
Two types of error 346
Error probabilities 347
The common practice of  

testing hypotheses 349
Section 6.5 Summary 350
Section 6.5 Exercises 350

Chapter 6 Review Exercises 351

CHAPTER 7 Inference for Means 357

Introduction 357

 7.1 Inference for the Mean  
of a Population 358

t distributions 358
The one-sample t confidence interval 360
Case 7.1 Time Spent Using  
a Smartphone 361
The one-sample t test 362
Using software 365
Matched pairs t procedures 368
Robustness of the one-sample  

t procedures 371
BEyOnD THE BASICS:  
The Bootstrap 372
Section 7.1 Summary 373
Section 7.1 Exercises 374

 7.2 Comparing Two Means 378
The two-sample t statistic 379
The two-sample t confidence interval 381
The two-sample t significance test 383
Robustness of the two-sample  

procedures 384
Inference for small samples 385
The pooled two-sample t procedures 386
Case 7.2 Active versus Failed  
Retail Companies 389
Section 7.2 Summary 392
Section 7.2 Exercises 393

 7.3 Additional Topics on Inference 398
Choosing the sample size 398
Inference for non-Normal  

populations 406
Section 7.3 Summary 408
Section 7.3 Exercises 409

Chapter 7 Review Exercises 411

CHAPTER 8  Inference for  
Proportions 417

Introduction 417

 8.1 Inference for a Single  
Proportion 418

Moore_4e_FM_Printer.indd   10 10/9/15   11:47 AM



COnTEnTS  xi

Case 8.1 Robotics and Jobs 418
Large-sample confidence  

interval for a single proportion 420
Plus four confidence interval for a  

single proportion 421
Significance test for a single  

proportion 423
Choosing a sample size for  

a confidence interval 426
Case 8.2 Marketing Christmas  
Trees 428
Choosing a sample size for a  

significance test 429
Section 8.1 Summary  431
Section 8.1 Exercises 432

 8.2 Comparing Two Proportions 436
Large-sample confidence intervals  

for a difference in proportions 437
Case 8.3 Social Media in the  
Supply Chain 438
Plus four confidence intervals for  

a difference in proportions 440
Significance tests 440
Choosing a sample size for  

two sample proportions 444
BEyOnD THE BASICS: Relative Risk 447
Section 8.2 Summary  448
Section 8.2 Exercises  449

Chapter 8 Review Exercises 451

CHAPTER 9  Inference for  
Categorical Data 455

 9.1 Inference for Two-Way  
Tables 455

Two-way tables 456
Case 9.1 Are Flexible Companies  
More Competitive?  457
Describing relations in two-way  

tables 458
The hypothesis: No association 462
Expected cell counts 462
The chi-square test 463
The chi-square test and the z test 465

Models for two-way tables 466
BEyOnD THE BASICS: Meta-Analysis 468
Section 9.1 Summary 470

 9.2 Goodness of Fit 470
Section 9.2 Summary 475

Chapter 9 Review Exercises 475

CHAPTER 10  Inference  
for Regression 483

Introduction 483

 10.1 Inference about the  
Regression Model 484

Statistical model for simple  
linear regression 484

From data analysis to inference 485
Case 10.1  The Relationship  
between Income and Education  
for Entrepreneurs 485
Estimating the regression  

parameters 490
Conditions for regression  

inference 494
Confidence intervals and  

significance tests 495
The word “regression” 500
Inference about correlation 500
Section 10.1 Summary 502
Section 10.1 Exercises 503

 10.2 Using the Regression Line 510
BEyOnD THE BASICS:  
Nonlinear Regression 515
Section 10.2 Summary 515
Section 10.2 Exercises 516

 10.3 Some Details of Regression  
Inference 517

Standard errors 518
Analysis of variance for regression 520
Section 10.3 Summary 524
Section 10.3 Exercises 524

Chapter 10 Review Exercises 526

Moore_4e_FM_Printer.indd   11 10/9/15   11:47 AM



xii  COnTEnTS

CHAPTER 11 Multiple Regression 531

Introduction 531

 11.1 Data Analysis for Multiple  
Regression 534

Case 11.1 Assets, Sales,  
and Profits  534
Data for multiple regression 534
Preliminary data analysis  

for multiple regression 535
Estimating the multiple regression  

coefficients 538
Regression residuals 541
The regression standard error 544
Section 11.1 Summary 545
Section 11.1 Exercises 546

 11.2 Inference for Multiple  
Regression 548

Multiple linear regression model 549
Case 11.2 Predicting Movie  
Revenue 550
Estimating the parameters  

of the model 550
Inference about the regression  

coefficients 551
Inference about prediction 554
ANOVA table for multiple  

regression 555
Squared multiple correlation R2 558
Inference for a collection  

of regression coefficients 559
Section 11.2 Summary 561
Section 11.2 Exercises 562

 11.3 Multiple Regression  
Model Building 566

Case 11.3 Prices of Homes 566
Models for curved relationships 569
Models with categorical  

explanatory variables 571
More elaborate models 575
Variable selection methods 577
BEyOnD THE BASICS: Multiple  
Logistic Regression 580
Section 11.3 Summary 582
Section 11.3 Exercises 582

Chapter 11 Review Exercises 584

CHAPTER 12  Statistics for Quality:  
Control and Capability 591

Introduction 591

Quality overview 592
Systematic approach to process  

improvement 593
Process improvement toolkit 594

 12.1 Statistical Process Control 597
Section 12.1 Summary 599
Section 12.1 Exercises 600

 12.2 Variable Control Charts 600
x and R charts 601
Case 12.1 Turnaround Time  
for Lab Results 604
Case 12.2 O-Ring Diameters 609
x and s charts 612
Charts for individual observations 614
Don’t confuse control with  

capability! 619
Section 12.2 Summary 626
Section 12.2 Exercises 626

 12.3 Attribute Control Charts 630
Control charts for sample  

proportions 630
Case 12.3 Reducing  
Absenteeism  631
Control charts for counts per unit  

of measure 636
Section 12.3 Summary 638
Section 12.3 Exercises 638

Chapter 12 Review Exercises 639

CHAPTER 13  Time Series  
Forecasting  643

Introduction 643

Overview of Time Series Forecasting 643

 13.1 Assessing Time Series  
Behavior 644

Case 13.1 Amazon Sales  647
Runs test 648
Autocorrelation function 651

Moore_4e_FM_Printer.indd   12 10/9/15   11:47 AM



COnTEnTS  xiii

Forecasts 656
Section 13.1 Summary 657
Section 13.1 Exercises 657

 13.2 Random Walks 657
Price changes versus returns 661
Section 13.2 Summary 663
Section 13.2 Exercises 663

 13.3 Modeling Trend and Seasonality  
Using Regression 664

Identifying trends 665
Seasonal patterns 671
Using indicator variables 672
Residual checking 677
Section 13.3 Summary 679
Section 13.3 Exercises 679

 13.4 Lag Regression Models 681
Autoregressive-based models 681
Section 13.4 Summary 690
Section 13.4 Exercises 691

 13.5 Moving-Average and  
Smoothing Models 691

Moving-average models 691
Moving average and  

seasonal ratios 694
Exponential smoothing models 699
Section 13.5 Summary 706
Section 13.5 Exercises 706

Chapter 13 Review Exercises 708

CHAPTER 14  One-Way Analysis  
of Variance 711

Introduction 711

 14.1 One-Way Analysis of Variance 712
The ANOVA setting 712
Comparing means 713
The two-sample t statistic 714
An overview of ANOVA 715
Case 14.1 Tip of the Hat and  
Wag of the Finger?  715
The ANOVA model 718
Estimates of population parameters 720

Testing hypotheses in one-way  
ANOVA 722

The ANOVA table 724
The F test 726
Using software 729
BEyOnD THE BASICS: Testing  
the Equality of Spread 731
Section 14.1 Summary 733

 14.2 Comparing Group Means 733
Contrasts 733
Case 14.2 Evaluation of a  
new Educational Product  733
Multiple comparisons 740
Simultaneous confidence intervals 744
Section 14.2 Summary 744

 14.3 The Power of the AnOVA Test 745
Section 14.3 Summary 749

Chapter 14 Review Exercises 749

Notes and Data Sources  N-1
Tables  T-1
Answers to Odd-Numbered Exercises  S-1
Index  I-1

CHAPTER 15  Two-Way Analysis  
of Variance 15-1

Introduction 15-1

 15.1 The Two-Way AnOVA Model 15-2
Advantages of two-way ANOVA 15-2
The two-way ANOVA model 15-5
Main effects and interactions 15-7
Section 15.1 Summary  15-13

 15.2 Inference for Two-Way AnOVA 15-13
The ANOVA table for two-way  

ANOVA 15-13
Carrying out a two-way ANOVA 15-15
Case 15.1 Discounts and  
Expected Prices  15-15

The following optional Companion  
Chapters can be found online at  
www.macmillanhighered.com/psbe4e.

Moore_4e_FM_Printer.indd   13 10/9/15   11:47 AM

http://www.macmillanhighered.com/psbe4e


xiv  COnTEnTS

Case 15.2 Expected Prices,  
Continued  15-16
Section 15.2 Summary  15-21

Chapter 15 Review Exercises 15-21

Notes and Data Sources  15-28
Answers to Odd-Numbered Exercises 15-29

CHAPTER 16 nonparametric Tests 16-1

Introduction 16-1

 16.1 The Wilcoxon Rank Sum Test 16-3
Case 16.1 Price Discrimination?  16-3
The rank transformation 16-4
The Wilcoxon rank sum test 16-5
The Normal approximation 16-7
What hypotheses do the  

Wilcoxon test? 16-8
Ties 16-9
Case 16.2 Consumer Perceptions  
of Food Safety  16-10
Rank versus t tests 16-12
Section 16.1 Summary 16-12
Section 16.1 Exercises 16-12

 16.2 The Wilcoxon Signed  
Rank Test 16-15

The Normal approximation 16-18
Ties 16-19
Section 16.2 Summary 16-21
Section 16.2 Exercises 16-21

 16.3 The Kruskal-Wallis Test 16-24
Hypotheses and assumptions 16-25

The Kruskal-Wallis test 16-25
Section 16.3 Summary 16-27
Section 16.3 Exercises 16-27

Chapter 16 Review Exercises 16-29

Notes and Data Sources  16-31
Answers to Odd-Numbered Exercises 16-32

CHAPTER 17 Logistic Regression  17-1

Introduction 17-1

 17.1 The Logistic Regression Model 17-2
Case 17.1 Clothing Color  
and Tipping 17-2
Binomial distributions and odds 17-2
Model for logistic regression 17-4
Fitting and interpreting the  

logistic regression model 17-5
Section 17.1 Summary 17-8

 17.2 Inference for Logistic  
Regression 17-9

Examples of logistic regression  
analyses 17-11

Section 17.2 Summary 17-15

 17.3 Multiple Logistic Regression 17-16
Section 17.3 Summary 17-17

Chapter 17 Review Exercises 17-17

Notes and Data Sources  17-22
Answers to Odd-Numbered Exercises 17-23

Moore_4e_FM_Printer.indd   14 10/9/15   11:47 AM



xv

TO InSTRUCTORS: AbouT ThiS book

Statistics is the science of data. The Practice of Statistics for Business and Eco-
nomics (PSBE) is an introduction to statistics for students of business and eco-

nomics based on this principle. We present methods of basic statistics in a way that 
emphasizes working with data and mastering statistical reasoning. PSBE is elemen-
tary in mathematical level but conceptually rich in statistical ideas. After complet-
ing a course based on our text, we would like students to be able to think objectively 
about conclusions drawn from data and use statistical methods in their own work. 

In PSBE we combine attention to basic statistical concepts with a comprehen-
sive presentation of the elementary statistical methods that students will find useful 
in their work. We believe that you will enjoy using PSBE for several reasons:

1. PSBE examines the nature of modern statistical practice at a level suitable for 
beginners. We focus on the production and analysis of data as well as the tradi-
tional topics of probability and inference. 

2. PSBE has a logical overall progression, so data production and data analysis are 
a major focus, while inference is treated as a tool that helps us to draw conclu-
sions from data in an appropriate way. 

3. PSBE presents data analysis as more than a collection of techniques for explor-
ing data. We emphasize systematic ways of thinking about data. Simple prin-
ciples guide the analysis: always plot your data; look for overall patterns and 
deviations from them; when looking at the overall pattern of a distribution for 
one variable, consider shape, center, and spread; for relations between two vari-
ables, consider form, direction, and strength; always ask whether a relationship 
between variables is influenced by other variables lurking in the background. 
We warn students about pitfalls in clear cautionary discussions. 

4. PSBE uses real examples and exercises from business and economics to  
illustrate and enforce key ideas. Students learn the technique of least-squares 
regression and how to interpret the regression slope. But they also learn the con-
ceptual ties between regression and correlation and the importance of looking 
for influential observations. 

5. PSBE is aware of current developments both in statistical science and in teach-
ing statistics. Brief, optional “Beyond the Basics” sections give quick overviews 
of topics such as density estimation, the bootstrap, scatterplot smoothers, data 
mining, nonlinear regression, and meta-analysis. 

Themes of This Book
Look at your data is a consistent theme in PSBE. Rushing to inference—often  
automated by software—without first exploring the data is the most common source 
of statistical error that we see in working with users from many fields. A second 
theme is that where the data come from matters. When we do statistical inference, 
we are acting as if the data come from a properly randomized sample or experi-
mental design. A basic understanding of these designs helps students grasp how 
inference works. The distinction between observational and experimental data helps 
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students understand the truth of the mantra that “association does not imply causa-
tion.” Moreover, managers need to understand the use of sample surveys for market 
research and customer satisfaction and the use of statistically designed experiments 
for product and process development and improvement. 

Another strand that runs through PSBE is that data lead to decisions in a spe-
cific setting. A calculation or graph or “reject H0” is not the conclusion of an exer-
cise in statistics. We encourage students to state a conclusion in the specific problem 
context, and we hope that you will require them to do so. 

Finally, we think that a first course in any discipline should focus on the  
essentials. We have not tried to write an encyclopedia, but to equip students to use 
statistics (and learn more statistics as needed) by presenting the major concepts 
and most-used tools of the discipline. Longer lists of procedures “covered” tend 
to reduce student understanding and ability to use any procedures to deal with real 
problems.

What’s new in the Fourth Edition
•	 Chapter	opener	questions	Each chapter begins with a bulleted list of practical 

business questions that can be addressed by the methods in the chapter. 

•	 Data	Chapter 1 now begins with a short section giving a basic overview of data. 

•	 Categorical	data	The material on descriptive statistics for categorical data in 
Chapter 2 as well as inference in Chapter 9 has been expanded to include mosaic 
plots as a visual tool to understand relationships.

•	 Producing	data	Chapter 3 now begins with a short section giving a basic over-
view of data sources. 

•	 Probability	We have reorganized the sections on probability models, general 
probability rules, and random variables so that they are now self-contained in 
one chapter (Chapter 4).

•	 Distributions	Our reorganization of probability topics allows for a natural tran-
sition to Chapter 5 to be devoted to distributions on counts and proportions. 
New material has been added on the exploration of real data to check for com-
patibility with binomial and Poisson assumptions.

•	 Inference	We have reorganized the sections on inference and sampling distri-
butions so that they now flow in sequence. Material that previously appeared 
in Chapter 3 with a focus on proportions, concepts of sampling distributions, 
and estimation now appears in the last section of Chapter 5 (“Toward Statistical 
Inference”). This section is immediately followed by Chapter 6, which provides 
a complete treatment on inference for the mean. 

•	 Inference	for	means Chapter 7 is retitled (“Inference for Means”), and the 
section on inference for population spread was moved to the one-way analysis 
of variance chapter (Chapter 14). In addition, Section 7.1 was streamlined by 
moving the discussion of inference for non-Normal populations to Section 7.3. 

•	 Sample	size	determination	for	means	and	proportions	Additional material 
on choosing sample sizes for one and two means or proportions using software 
is included in Chapters 7 and 8, respectively. 

•	 Equivalence	testing	This topic is now included in Chapter 7, and the power 
calculations now appear in a separate section in this chapter. 
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•	 Inference	for	categorical	data Chapter 9 is retitled (“Inference for Categori-
cal Data”), and now includes goodness of fit as well as inference for two-way 
tables. 

•	 Quality	control	Chapter 12 (“Statistics for Quality: Control and Capability”) 
introduces the new topic of the moving-range chart for the monitoring of indi-
vidual measurement processes. In addition, the calculations of process capabil-
ity indices are now presented in manner typically reported in statistical software. 

•	 Time	series	Chapter 13 (“Time Series Forecasting”) introduces several new 
techniques, including the autocorrelation function (ACF) and partial autocor-
relation function (PACF). In addition, we have introduced a new section on ran-
dom walks. We also newly introduce to this chapter the use of moving averages 
and centered moving averages to estimate seasonal ratios and show how to use 
these ratios to deseasonalize a time series.

•	 Exercises	and	examples	Approximately 50% of the exercises and examples are 
new or revised. We have placed additional emphasis on making the business or 
economics relevance of the exercises clear to the reader. 

•	 Increased	emphasis	on	software	We have increased our emphasis on graphical 
displays of data. Software displays have been updated and are given additional 
prominence. 

•	 Reminders	At key points in the text, Reminder margin notes direct the reader 
to the first explanation of a topic, providing page numbers for easy reference. 

•	 Data	file	names Data file names now include a short description of the content 
as well as the exercise or example number. Marginal icons show data set names 
for examples and in-text icons show the data set names for exercises. 

•	 Software	basics	These have been expanded to include more software options 
and moved from the appendices at the end of each chapter to our online re-
sources. These can now be found at www.macmillanhighered.com/psbe4e.

Content and Style
PSBE adapts to the business and economics statistics setting the approach to intro-
ductory instruction that was inaugurated and proved successful in the best-selling 
general statistics texts Introduction to the Practice of Statistics (eighth edition, 
Freeman 2014). PSBE features use of real data in examples and exercises and em-
phasizes statistical thinking as well as mastery of techniques. As the continuing 
revolution in computing automates most tiresome details, an emphasis on statistical 
concepts and on insight from data becomes both more practical for students and 
teachers and more important for users who must supply what is not automated. 

Chapters 1 and 2 present the methods and unifying ideas of data analysis. Stu-
dents appreciate the usefulness of data analysis, and realizing they can actually 
do it relieves a bit of their anxiety about statistics. We hope that they will grow  
accustomed to examining data and will continue to do so even when formal inference 
to answer a specific question is the ultimate goal. Note in particular that Chapter 2 
gives an extended treatment of correlation and regression as descriptive tools, with 
attention to issues such as influential observations and the dangers posed by lurking 
variables. These ideas and tools have wider scope than an emphasis on inference 
(Chapters 10 and 11) allows. We think that a full discussion of data analysis for 
both one and several variables before students meet inference in these settings both 
reflects statistical practice and is pedagogically helpful. 

REMInDER

DATA
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Teachers will notice some nonstandard ideas in these chapters, particularly 
regarding the Normal distributions—we capitalize “Normal” to avoid suggesting 
that these distributions are “normal” in the usual sense of the word. We introduce 
density curves and Normal distributions in Chapter 1 as models for the overall pat-
tern of some sets of data. Only later (Chapter 4) do we see that the same tools can 
describe probability distributions. Although unusual, this presentation reflects the 
historical origin of Normal distributions and also helps break up the mass of prob-
ability that is so often a barrier that students fail to surmount. 

We use the notation N(μ, s) rather than N(μ, s2) for Normal distributions. The 
traditional notation is, in fact, indefensible other than as inherited tradition. The 
standard deviation, not the variance, is the natural measure of scale in Normal 
distributions, visible on the density curve, used in standardization, and so on. We 
want students to think in terms of mean and standard deviation, so we talk in these 
terms. 

In Chapter 3, we discuss random sampling and randomized comparative ex-
periments. The exposition pays attention to practical difficulties, such as nonre-
sponse in sample surveys, that can greatly reduce the value of data. We think that an  
understanding of such broader issues is particularly important for managers who 
must use data but do not themselves produce data. Discussion of statistics in prac-
tice alongside more technical material is part of our emphasis on data leading to 
practical decisions. We include a section on data ethics, a topic of increasing im-
portance for business managers. Chapters 4 and 5 then present probability. We have 
chosen an unusual approach: Chapter 4 contains only the probability material that 
is needed to understand statistical inference, and this material is presented quite in-
formally. The sections on probability models, general probability rules, and random 
variables have been reorganized so that they are now self-contained in this chapter. 
Chapter 5 now focuses on distributions of counts and proportions with new material 
on checking binomial and Poisson assumptions. It also concludes with a section 
titled “Toward Statistical Inference,” which introduces the concepts of parameters 
and statistics, sampling distributions, and bias and precision. This section provides 
a nice lead in to Chapter 6, which provides the reasoning of inference. 

The remaining chapters present statistical inference, still encouraging students 
to ask where the data come from and to look at the data rather than quickly choosing 
a statistical test from an Excel menu. Chapter 6, which describes the reasoning of 
inference, is the cornerstone. Chapters 7 and 8 discuss one-sample and two-sample 
procedures for means and proportions, respectively, which almost any first course 
will cover. We take the opportunity in these core “statistical practice” chapters to dis-
cuss practical aspects of inference in the context of specific examples. Chapters 9, 10, 
and 11 present selected and more advanced topics in inference: two-way tables and 
simple and multiple regression. Chapters 12, 13, and 14 present additional advanced 
topics in inference: quality control, time series forecasting, and one-way analysis of 
variance. 

Instructors who wish to customize a single-semester course or to add a second 
semester will find a wide choice of additional topics in the Companion Chapters 
that extend PSBE. These chapters are:

Chapter	15	Two-Way	Analysis	of	Variance
Chapter	16	Nonparametric	Tests
Chapter	17	Logistic	Regression

Companion Chapters can be found on the book’s website:  
www.macmillanhighered.com/psbe4e.
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Accessible Technology
Any mention of the current state of statistical practice reminds us that quick, cheap, 
and easy computation has changed the field. Procedures such as our recommended 
two-sample t and logistic regression depend on software. Even the mantra “look at 
your data” depends—in practice—on software because making multiple plots by 
hand is too tedious when quick decisions are required. What is more, automating 
calculations and graphs increases students’ ability to complete problems, reduces 
their frustration, and helps them concentrate on ideas and problem recognition 
rather than mechanics. 

We therefore strongly recommend that a course based on PSBE be accompa-
nied by software of your choice. Instructors will find using software easier because 
all data sets for PSBE can be found in several common formats on the website  
www.macmillanhighered.com/psbe4e. 

The Microsoft Excel spreadsheet is by far the most common program used for 
statistical analysis in business. Our displays of output, therefore, emphasize Excel, 
though output from several other programs also appears. PSBE is not tied to spe-
cific software. Even so, one of our emphases is that a student who has mastered the 
basics of, say, regression can interpret and use regression output from almost any 
software. 

We are well aware that Excel lacks many advanced statistical procedures. More 
seriously, Excel’s statistical procedures have been found to be inaccurate, and they 
lack adequate warnings for users when they encounter data for which they may 
give incorrect answers. There is good reason for people whose profession requires 
continual use of statistical analysis to avoid Excel. But there are also good, practi-
cal reasons why managers whose life is not statistical prefer a program that they 
regularly use for other purposes. Excel appears to be adequate for simpler analyses 
of the kind that occur most often in business applications. 

Some statistical work, both in practice and in PSBE, can be done with a calcula-
tor rather than software. Students should have at least a “two-variable statistics” cal-
culator with functions for correlation and the least-squares regression line as well as 
for the mean and standard deviation. Graphing calculators offer considerably more 
capability. Because students have calculators, the text doesn’t discuss “computing 
formulas” for the sample standard deviation or the least-squares regression line. 

Technology can be used to assist learning statistics as well as doing statistics. 
The design of good software for learning is often quite different from that of soft-
ware for doing. We want to call particular attention to the set of statistical applets 
available on the PSBE website: www.macmillanhighered.com/psbe4e. These in-
teractive graphical programs are by far the most effective way to help students grasp 
the sensitivity of correlation and regression to outliers, the idea of a confidence 
interval, the way ANOVA responds to both within-group and among-group varia-
tion, and many other statistical fundamentals. Exercises using these applets appear 
throughout the text, marked by a distinctive icon. We urge you to assign some of 
these, and we suggest that if your classroom is suitably equipped, the applets are 
very helpful tools for classroom presentation as well.

Carefully Structured Pedagogy
Few students find statistics easy. An emphasis on real data and real problems helps 
maintain motivation, and there is no substitute for clear writing. Beginning with 
data analysis builds confidence and gives students a chance to become familiar with 
your chosen software before the statistical content becomes intimidating. We have  
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adopted several structural devices to aid students. Major settings that drive the expo-
sition are presented as cases with more background information than other examples. 
(But we avoid the temptation to give so much information that the case obscures the 
statistics.) A distinctive icon ties together examples and exercises based on a case. 

The exercises are structured with particular care. Short “Apply Your Knowl-
edge” sections pose straightforward problems immediately after each major new 
idea. These give students stopping points (in itself a great help to beginners) and 
also tell them that “you should be able to do these things right now.” Most num-
bered sections in the text end with a substantial set of exercises, and more appear as  
review exercises at the end of each chapter. 
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The following electronic and print supplements are available with The Practice 
of Statistics for Business and Economics, Fourth Edition:

W. H. Freeman’s new online homework system, LaunchPad, offers our qual-
ity content curated and organized for	easy assignability in a simple but powerful  
interface. We	have taken what we have learned from thousands of instructors and 
hundreds of thousands of students to create a new generation of W. H. Freeman/
Macmillan technology.

Curated	units. Combining a curated collection of videos, homework sets, tutorials, 
applets, and e-Book content, LaunchPad’s interactive units give instructors a build-
ing block to use as-is or as a starting point for customized learning units. A majority 
of exercises from the text can be assigned as online homework, including an abun-
dance of algorithmic exercises. An entire unit’s worth of work can be assigned in 
seconds, drastically reducing the amount of time it takes for instructors to have their 
course up and running.

Easily	 customizable. Instructors can customize the LaunchPad units by adding 
quizzes and other activities from our vast wealth of resources. They can also add a 
discussion board, a dropbox, and an RSS feed, with a few clicks. LaunchPad allows 
instructors to customize the student experience as much or as little as desired.

Useful	analytics. The gradebook quickly and easily allows instructors to look up 
performance metrics for classes, individual students, and individual assignments.

Intuitive	 interface	 and	 design. The student experience is simplified. Students’ 
navigation options and expectations are clearly laid out, ensuring they never get lost 
in the system.

Assets integrated into LaunchPad include the following:

Interactive	e-Book Every LaunchPad e-Book comes with powerful study tools for 
students, video and multimedia content, and easy customization for instructors. Stu-
dents can search, highlight, and bookmark, making it easier to study and access key 
content. And teachers can ensure that their classes get just the book they want to 
deliver: customizing and rearranging chapters; adding and sharing notes and discus-
sions; and linking to quizzes, activities, and other resources.

LearningCurve provides students and instructors with powerful adaptive quizzing, 
a game-like format, direct links to the e-Book, and instant feedback. The quizzing 
system features questions tailored specifically to the text and adapts to students’  
responses, providing material at different difficulty levels and topics based on  
student performance.

SolutionMaster offers an easy-to-use Web-based version of the instructor’s  
solutions, allowing instructors to generate a solution file for any set of homework 
exercises.

MEDIA AnD SUPPLEMEnTS

Moore_4e_FM_Printer.indd   21 10/9/15   11:47 AM



xxii MEDIA AnD SUPPLEMEnTS

Statistical	Video	 Series consists of StatClips, StatClips Examples, and Statisti-
cally Speaking “Snapshots.” View animated lecture videos, whiteboard lessons, and 
documentary-style footage that illustrate key statistical concepts and help students 
visualize statistics in real-world scenarios.

NEW	Video	Technology	Manuals available for TI-83/84 calculators, Minitab, Excel, 
JMP, SPSS (an IBM Company),* R (with and without Rcmdr), and CrunchIt!®  
provide 50 to 60 brief videos for using each specific statistical software in conjunc-
tion with a variety of topics from the textbook.

NEW StatBoards	videos are brief whiteboard videos that illustrate difficult topics 
through additional examples, written and explained by a select group of statistics 
educators.

UPDATED	StatTutor	Tutorials offer multimedia tutorials that explore important 
concepts and procedures in a presentation that combines video, audio, and interac-
tive features. The newly revised format includes built-in, assignable assessments 
and a bright new interface.

UPDATED	Statistical	Applets give students hands-on opportunities to familiarize 
themselves with important statistical concepts and procedures, in an interactive set-
ting that allows them to manipulate variables and see the results graphically. Icons 
in the textbook indicate when an applet is available for the material being covered. 

CrunchIt!® is W. H. Freeman’s Web-based statistical software that allows users to 
perform all the statistical operations and graphing needed for an introductory busi-
ness statistics course and more. It saves users time by automatically loading data 
from PSBE, and it provides the flexibility to edit and import additional data.

JMP	Student	Edition (developed by SAS) is easy to learn and contains all the 
capabilities required for introductory business statistics. JMP is the leading com-
mercial data analysis software of choice for scientists, engineers, and analysts at 
companies throughout the world (for Windows and Mac).

Stats@Work	 Simulations put students in the role of the statistical consultant, 
helping them better understand statistics interactively within the context of real-life 
scenarios.

EESEE Case	 Studies (Electronic Encyclopedia of Statistical Examples and  
Exercises), developed by The Ohio State University Statistics Department, teach stu-
dents to apply their statistical skills by exploring actual case studies using real data.

Data	 files	 are available in JMP, ASCII, Excel, TI, Minitab, SPSS, R, and CSV 
formats.

Student	Solutions	Manual provides solutions to the odd-numbered exercises in 
the text. 

Instructor’s	Guide	with	Full	Solutions includes worked out solutions to all exer-
cises, teaching suggestions, and chapter comments. 

*SPSS was acquired by IBM in October 2009.
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Test	bank offers hundreds of multiple-choice questions and is available in Launch-
Pad. The test bank is also available at the website www.macmillanhighered.com 
/psbe4e (user registration as an instructor required) for Windows and Mac, where 
questions can be downloaded, edited, and resequenced to suit each instructor’s 
needs.

Lecture	slides offer a detailed lecture presentation of statistical concepts covered 
in each chapter of PSBE.

Additional Resources Available with PSbE, 4e

Website www.macmillanhighered.com/psbe4e This open-access website includes 
statistical applets, data files, and companion Chapters 15, 16, and 17. Instructor 
access to the website requires user registration as an instructor and features all the 
open-access student Web materials, plus

•	 Image	slides	containing all textbook figures and tables

•	 Lecture	slides

Special	Software	Packages Student versions of JMP and Minitab are available 
for packaging with the text. JMP is available inside LaunchPad at no additional 
cost. Contact your W. H. Freeman representative for information, or visit www 
.macmillanhighered.com.

i-clicker is a two-way radio-frequency classroom response solution developed by 
educators for educators. Each step of i-clicker’s development has been informed by 
teaching and learning. To learn more about packaging i-clicker with this textbook, 
please contact your local sales rep, or visit www1.iclicker.com.
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TO STUDEnTS: WhAT iS STATiSTiCS?

Statistics is the science of collecting, organizing, and interpreting numerical facts, 
which we call data. We are bombarded by data in our everyday lives. The news 

mentions movie box-office sales, the latest poll of the president’s popularity, and the 
average high temperature for today’s date. Advertisements claim that data show the 
superiority of the advertiser’s product. All sides in public debates about economics, 
education, and social policy argue from data. A knowledge of statistics helps sepa-
rate sense from nonsense in this flood of data.

The study and collection of data are also important in the work of many profes-
sions, so training in the science of statistics is valuable preparation for a variety of 
careers. Each month, for example, government statistical offices release the latest 
numerical information on unemployment and inflation. Economists and financial 
advisers, as well as policymakers in government and business, study these data in 
order to make informed decisions. Doctors must understand the origin and trust-
worthiness of the data that appear in medical journals. Politicians rely on data from 
polls of public opinion. Business decisions are based on market research data that 
reveal consumer tastes and preferences. Engineers gather data on the quality and 
reliability of manufactured products. Most areas of academic study make use of 
numbers and, therefore, also make use of the methods of statistics. This means it 
is extremely likely that your undergraduate research projects will involve, at some 
level, the use of statistics. 

Learning from Data
The goal of statistics is to learn from data. To learn, we often perform calculations 
or make graphs based on a set of numbers. But to learn from data, we must do more 
than calculate and plot because data are not just numbers; they are numbers that 
have some context that helps us learn from them.

Two-thirds of Americans are overweight or obese according to the Center for 
Disease Control and Prevention (CDC) website (www.cdc.gov/nchs/nhanes.htm). 
What does it mean to be obese or to be overweight? To answer this question, we need 
to talk about body mass index (BMI). Your weight in kilograms divided by the square 
of your height in meters is your BMI. A person who is 6 feet tall (1.83 meters) and 
weighs 180 pounds (81.65 kilograms) will have a BMI of 81.65/(1.83)2 = 24.4 kg/m2. 
How do we interpret this number? According to the CDC, a person is classified as 
overweight or obese if their BMI is 25 kg/m2 or greater and as obese if their BMI is  
30 kg/m2 or more. Therefore, two-thirds of Americans have a BMI of 25 kg/m2 or 
more. The person who weighs 180 pounds and is 6 feet tall is not overweight or obese, 
but if he gains 5 pounds, his BMI would increase to 25.1 and he would be classified as 
overweight. What does this have to do with business and economics? Obesity in the 
United States costs about $147 billion per year in direct medical costs! 

When you do statistical problems, even straightforward textbook problems, 
don’t just graph or calculate. Think about the context, and state your conclusions in 
the specific setting of the problem. As you are learning how to do statistical calcula-
tions and graphs, remember that the goal of statistics is not calculation for its own 
sake, but gaining understanding from numbers. The calculations and graphs can be 
automated by a calculator or software, but you must supply the understanding. This 
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book presents only the most common specific procedures for statistical analysis. A 
thorough grasp of the principles of statistics will enable you to quickly learn more 
advanced methods as needed. On the other hand, a fancy computer analysis carried 
out without attention to basic principles will often produce elaborate nonsense. As 
you read, seek to understand the principles as well as the necessary details of meth-
ods and recipes.

The Rise of Statistics
Historically, the ideas and methods of statistics developed gradually as society grew 
interested in collecting and using data for a variety of applications. The earliest ori-
gins of statistics lie in the desire of rulers to count the number of inhabitants or mea-
sure the value of taxable land in their domains. As the physical sciences developed 
in the seventeenth and eighteenth centuries, the importance of careful measure-
ments of weights, distances, and other physical quantities grew. Astronomers and 
surveyors striving for exactness had to deal with variation in their measurements. 
Many measurements should be better than a single measurement, even though they 
vary among themselves. How can we best combine many varying observations? 
Statistical methods that are still important were invented in order to analyze scien-
tific measurements.

By the nineteenth century, the agricultural, life, and behavioral sciences also 
began to rely on data to answer fundamental questions. How are the heights of par-
ents and children related? Does a new variety of wheat produce higher yields than 
the old and under what conditions of rainfall and fertilizer? Can a person’s mental 
ability and behavior be measured just as we measure height and reaction time?  
Effective methods for dealing with such questions developed slowly and with much 
debate.

As methods for producing and understanding data grew in number and sophis-
tication, the new discipline of statistics took shape in the twentieth century. Ideas 
and techniques that originated in the collection of government data, in the study of 
astronomical or biological measurements, and in the attempt to understand heredity 
or intelligence came together to form a unified “science of data.” That science of 
data—statistics—is the topic of this text. 

Business Analytics
The business landscape has become increasingly dominated with the terms of “busi-
ness analytics,” “predictive analytics,” “data science,” and “big data.” These terms 
refer to the skills, technologies, and practices in the exploration of business perfor-
mance data. Companies (for-profit and nonprofit) are increasingly making use of 
data and statistical analysis to discover meaningful patterns to drive decision mak-
ing in all functional areas including accounting, finance, human resources, market-
ing, and operations. The demand for business managers with statistical and analytic 
skills has been growing rapidly and is projected to continue for many years to come. 
In 2014, LinkedIn reported the skill of “statistical analysis” as the number one hot-
test skill that resulted in a job hire.1 In a New York Times interview, Google’s senior 
vice president of people operations Laszlo Bock stated, “I took statistics at business 
school, and it was transformative for my career. Analytical training gives you a skill 
set that differentiates you from most people in the labor market.”2 Our goal with 
this text is to provide you with a solid foundation on a variety of statistical methods 
and the way to think critically about data. These skills will serve you well in a data-
driven business world.
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The Organization of This Book
The text begins with a discussion of data analysis and data production. The first 
two chapters deal with statistical methods for organizing and describing data. These 
chapters progress from simpler to more complex data. Chapter 1 examines data 
on a single variable, and Chapter 2 is devoted to relationships among two or more 
variables. You will learn both how to examine data produced by others and how to 
organize and summarize your own data. These summaries will first be graphical, 
then numerical, and then, when appropriate, in the form of a mathematical model 
that gives a compact description of the overall pattern of the data. Chapter 3 outlines 
arrangements (called designs) for producing data that answer specific questions. 
The principles presented in this chapter will help you to design proper samples and 
experiments for your research projects and to evaluate other such investigations in 
your field of study.

The next part of this book, consisting of Chapters 4 through 8, introduces statis-
tical inference—formal methods for drawing conclusions from properly produced 
data. Statistical inference uses the language of probability to describe how reliable 
its conclusions are, so some basic facts about probability are needed to understand 
inference. Probability is the subject of Chapters 4 and 5. Chapter 6, perhaps the 
most important chapter in the text, introduces the reasoning of statistical inference. 
Effective inference is based on good procedures for producing data (Chapter 3), 
careful examination of the data (Chapters 1 and 2), and an understanding of the 
nature of statistical inference as discussed in Section 5.3 and Chapter 6. Chapters 7 
and 8 describe some of the most common specific methods of inference, for draw-
ing conclusions about means and proportions from one and two samples. 

The five shorter chapters in the latter part of this book introduce somewhat 
more advanced methods of inference, dealing with relations in categorical data, 
regression and correlation, and analysis of variance. Supplementary chapters, avail-
able from the text website, present additional statistical topics.

What Lies Ahead 
The Practice of Statistics for Business and Economics is full of data from many 
different areas of life and study. Many exercises ask you to express briefly some 
understanding gained from the data. In practice, you would know much more about 
the background of the data you work with and about the questions you hope the 
data will answer. No textbook can be fully realistic. But it is important to form the 
habit of asking “What do the data tell me?” rather than just concentrating on making 
graphs and doing calculations.

You should have some help in automating many of the graphs and calculations. 
You should certainly have a calculator with basic statistical functions. Look for key-
words such as “two-variable statistics” or “regression” when you shop for a calcula-
tor. More advanced (and more expensive) calculators will do much more, including 
some statistical graphs. You may be asked to use software as well. There are many 
kinds of statistical software, from spreadsheets to large programs for advanced  
users of statistics. The kind of computing available to learners varies a great deal 
from place to place—but the big ideas of statistics don’t depend on any particular 
level of access to computing.

Because graphing and calculating are automated in statistical practice, the most 
important assets you can gain from the study of statistics are an understanding of 
the big ideas and the beginnings of good judgment in working with data. Ideas and 
judgment can’t (at least yet) be automated. They guide you in telling the computer 

Moore_4e_FM_Printer.indd   26 10/9/15   11:47 AM



TO STUDEnTS: WhAT iS STATiSTiCS?  xxvii

what to do and in interpreting its output. This book tries to explain the most impor-
tant ideas of statistics, not just teach methods. Some examples of big ideas that you 
will meet are “always plot your data,” “randomized comparative experiments,” and 
“statistical significance.”

You learn statistics by doing statistical problems. “Practice, practice, prac-
tice.” Be prepared to work problems. The basic principle of learning is persistence.  
Being organized and persistent is more helpful in reading this book than knowing 
lots of math. The main ideas of statistics, like the main ideas of any important sub-
ject, took a long time to discover and take some time to master. The gain will be 
worth the pain. 

nOTES

1. See blog.linkedin.com/2014/12/17/the-25-hottest-skills-that-got-people 
-hired-in-2014/.

2. See www.nytimes.com/2014/04/20/opinion/sunday/friedman-how-to-get 
-a-job-at-google-part-2.html?_r=0.

Moore_4e_FM_Printer.indd   27 10/9/15   11:47 AM

http://www.nytimes.com/2014/04/20/opinion/sunday/friedman-how-to-get-a-job-at-google-part-2.html?_r=0
http://www.nytimes.com/2014/04/20/opinion/sunday/friedman-how-to-get-a-job-at-google-part-2.html?_r=0
blog.linkedin.com/2014/12/17/the-25-hottest-skills-that-got-people-hired-in-2014/
blog.linkedin.com/2014/12/17/the-25-hottest-skills-that-got-people-hired-in-2014/


xxviii

CASE 1.1  Treasury Bills 12
CASE 1.2  Time to Start a Business 23
CASE 2.1  Education Expenditures and Population:  

Benchmarking 65
CASE 2.2  Does the Right Music Sell the Product? 104
CASE 4.1  Uncovering Fraud by Digital Analysis 184
CASE 4.2  Tracking Perishable Demand 210
CASE 4.3  Portfolio Analysis 225
CASE 5.1  Inspecting a Supplier’s Products 247
CASE 6.1  Fill the Bottles 317
CASE 7.1  Time Spent Using a Smartphone 361
CASE 7.2  Active versus Failed Retail Companies 389
CASE 8.1  Robotics and Jobs 418
CASE 8.2  Marketing Christmas Trees 428
CASE 8.3  Social Media in the Supply Chain 438
CASE 9.1  Are Flexible Companies More Competitive?  457
CASE 10.1  The Relationship between Income and  

Education for Entrepreneurs 485
CASE 11.1  Assets, Sales, and Profits 534
CASE 11.2  Predicting Movie Revenue 550
CASE 11.3  Prices of Homes 566
CASE 12.1  Turnaround Time for Lab Results 604
CASE 12.2  O-Ring Diameters 609
CASE 12.3  Reducing Absenteeism 631
CASE 13.1  Amazon Sales 647
CASE 14.1  Tip of the Hat and Wag of the Finger? 715
CASE 14.2  Evaluation of a New Educational Product 733
CASE 15.1  Discounts and Expected Prices 15-15
CASE 15.2  Expected Prices, Continued 15-16
CASE 16.1  Price Discrimination? 16-3
CASE 16.2  Consumer Perceptions of Food Safety 16-10
CASE 17.1  Clothing Color and Tipping 17-2

InDEx OF CASES

Moore_4e_FM_Printer.indd   28 10/9/15   11:47 AM



xxix

TABLE 1.1  Service times (seconds) for calls to a customer service center 14
TABLE 7.1  Monthly rates of return on a portfolio (percent) 366
TABLE 7.2  Parts measurements using optical software 369
TABLE 7.3  Ratio of current assets to current liabilities 389
TABLE 10.1  Return on Treasury bills and rate of inflation 498
TABLE 10.2  Sales price and assessed value (in thousands of $)  

of 35 homes in a midwestern city 504
TABLE 10.3  In-state tuition and fees (in dollars) for 33 public universities 504
TABLE 10.4  Net new money (millions of $) flowing into stock and  

bond mutual funds 508
TABLE 10.5  Selling price and size of homes 509
TABLE 10.6  Annual number of tornadoes in the United States between  

1953 and 2013 528
TABLE 11.1  Companies in BBC Global 30: Assets, sales, and profits 534
TABLE 11.2  Insured commercial banks by state or other area 536
TABLE 11.3  Market share data for Exercise 11.23 547
TABLE 11.4  Regression coefficients and t statistics for Exercise 11.53 564
TABLE 11.5  Regression coefficients and t statistics for Exercise 11.55 565
TABLE 11.6  Homes for sale in zip code 47904 569
TABLE 11.7  Expected price data 585
TABLE 12.1  Control chart constants 603
TABLE 12.2  Thirty control chart subgroups of lab test  

turnaround times (in minutes) 605
TABLE 12.3  Twenty-five control chart subgroups of O-ring  

measurements (in inches) 609
TABLE 12.4  Hospital losses for 15 samples of joint replacement patients 615
TABLE 12.5  Points per minute scored by LeBron James each  

game played during the 2013–2014 regular season 617
TABLE 12.6  Daily calibration subgroups for a Lunar bone  

densitometer (grams per square centimeter) 627
TABLE 12.7  Aluminum percentage measurements 628
TABLE 12.8  Proportions of workers absent during four weeks 633
TABLE 12.9  Proportions of ambulatory surgery patients of Bellin Health  

System likely to recommend Bellin for ambulatory surgery 635
TABLE 12.10  Counts of OSHA reportable injuries per month  

for 24 consecutive months 637
TABLE 12.11  x and s for samples of film thickness 640
TABLE 14.1 Price promotion data 755
TABLE 15.1  Tool diameter data 15-27
TABLE 15.2  Expected price data 15-27
TABLE 16.1  Calories and sodium in three types of hot dogs 16-30

InDEx OF DATA TABLES

Moore_4e_FM_Printer.indd   29 10/9/15   11:47 AM



xxx

CHAPTER 1 Risk and Return 33
CHAPTER 1 Density Estimation 54
CHAPTER 2 Data Mining 102
CHAPTER 3 Capture-Recapture Sampling 139
CHAPTER 7 The Bootstrap 372
CHAPTER 8 Relative Risk 447
CHAPTER 9 Meta-Analysis 468
CHAPTER 10 Nonlinear Regression 515
CHAPTER 11 Multiple Logistic Regression 580
CHAPTER 14 Testing the Equality of Spread 731

BEyOnD THE BASICS InDEx

Moore_4e_FM_Printer.indd   30 10/9/15   11:47 AM



xxxi

David S. Moore is Shanti S. Gupta Distinguished Professor of Statistics, 
Emeritus, at Purdue University and was 1998 president of the American Statistical 
Association. He received his A.B. from Princeton and his Ph.D. from Cornell, both 
in mathematics. He has written many research papers in statistical theory and served 
on the editorial boards of several major journals. Professor Moore is an elected fel-
low of the American Statistical Association and of the Institute of Mathematical 
Statistics and an elected member of the International Statistical Institute. He has 
served as program director for statistics and probability at the National Science 
Foundation.

In recent years, Professor Moore has devoted his attention to the teaching of 
statistics. He was the content developer for the Annenberg/Corporation for Public 
Broadcasting college-level telecourse Against All Odds: Inside Statistics and for 
the series of video modules Statistics: Decisions through Data, intended to aid the 
teaching of statistics in schools. He is the author of influential articles on statistics 
education and of several leading texts. Professor Moore has served as president of 
the International Association for Statistical Education and has received the Math-
ematical Association of America’s national award for distinguished college or uni-
versity teaching of mathematics.

George P. McCabe is the Associate Dean for Academic Affairs in the Col-
lege of Science and a Professor of Statistics at Purdue University. In 1966, he re-
ceived a B.S. degree in mathematics from Providence College and in 1970 a Ph.D. 
in mathematical statistics from Columbia University. His entire professional career 
has been spent at Purdue with sabbaticals at Princeton; the Commonwealth Scien-
tific and Industrial Research Organization (CSIRO) in Melbourne, Australia; the 
University of Berne (Switzerland); the National Institute of Standards and Technol-
ogy (NIST) in Boulder, Colorado; and the National University of Ireland in Gal-
way. Professor McCabe is an elected fellow of the American Association for the 
Advancement of Science and of the American Statistical Association; he was 1998 
Chair of its section on Statistical Consulting. In 2008–2010, he served on the Insti-
tute of Medicine Committee on Nutrition Standards for the National School Lunch 
and Breakfast Programs. He has served on the editorial boards of several statistics 
journals. He has consulted with many major corporations and has testified as an 
expert witness on the use of statistics in several cases. 

Professor McCabe’s research interests have focused on applications of statis-
tics. Much of his recent work has focused on problems in nutrition, including nutri-
ent requirements, calcium metabolism, and bone health. He is author or coauthor of 
more than 160 publications in many different journals. 

Layth C. Alwan is an Associate Professor of Supply Chain, Operations Man-
agement and Business Statistics, Sheldon B. Lubar School of Business, University of 
Wisconsin–Milwaukee. He received a B.A. in mathematics, a B.S. in statistics, an 

ABOUT THE AUTHORS

Moore_4e_FM_Printer.indd   31 10/9/15   11:47 AM



xxxii ABOUT THE AUTHORS

M.B.A., and a Ph.D. in business statistics/operations management, all from the 
University of Chicago, and an M.S. in computer science from DePaul University. 
Professor Alwan is an author of many research articles related to statistical process 
control and business forecasting. He has consulted for many leading companies on 
statistical issues related to quality, forecasting, and operations/supply chain man-
agement applications. On the teaching front, he is focused on engaging and moti-
vating business students on how statistical thinking and data analysis methods have 
practical importance in business. He is the recipient of several teaching awards, 
including Business School Teacher of the Year and Executive MBA Outstanding 
Teacher of the Year.

Bruce A. Craig is Professor of Statistics and Director of the Statistical  
Consulting Service at Purdue University. He received his B.S. in mathematics and 
economics from Washington University in St. Louis and his Ph.D. in statistics from 
the University of Wisconsin–Madison. He is an elected fellow of the American  
Statistical Association and was Chair of its section on Statistical Consulting in 
2009. He is also an active member of the Eastern North American Region of the 
International Biometrics Society and was elected by the voting membership to 
the Regional Committee between 2003 and 2006. Professor Craig has served on  
the editorial board of several statistical journals and has been a member of several 
data and safety monitoring boards, including Purdue’s institutional review board.

Professor Craig’s research interest focuses on the development of novel statisti-
cal methodology to address research questions, primarily in the life sciences. Areas 
of current interest are diagnostic testing and assessment, protein structure determi-
nation, and animal abundance estimation.  

Moore_4e_FM_Printer.indd   32 10/9/15   11:47 AM



1

C H A P T E R  O U T L I N E

1.1 Data

1.2 Displaying 
Distributions with Graphs

1.3 Describing 
Distributions with 
Numbers

1.4 Density Curves and 
the Normal Distributions

Examining Distributions

CHAPTER 1
Ra

nd
y 

Fa
Ri

s/
Co

Rb
is

Introduction
Statistics is the science of learning from data. Data are numerical or quali-
tative descriptions of the objects that we want to study. In this chapter, we 
will master the art of examining data.

Data are used to inform decisions in business and economics in many 
different settings. 

Why has the AC Nielsen company been studying the habits of customers 
since it was founded in 1923? 

Who uses the databases of information maintained by the Better Business 
Bureau to make business decisions? 

How can data collected by the U.S. Chamber of Commerce be analyzed to 
provide summaries used to evaluate business opportunities? 

We begin in Section 1.1 with some basic ideas about data. We learn 
about the different types of data that are collected and how data sets are 
organized.

Section 1.2 starts our process of learning from data by looking at 
graphs. These visual displays give us a picture of the overall patterns in a 
set of data. We have excellent software tools that help us make these graphs. 
However, it takes a little experience and a lot of judgment to study the 
graphs carefully and to explain what they tell us about our data.

Section 1.3 continues our process of learning from data by computing 
numerical summaries. These sets of numbers describe key characteristics 
of the patterns that we saw in our graphical summaries.

A statistical model is an idealized framework that helps us to understand 
variables and relationships between variables. In the first three sections, we 
focus on numerical and graphical ways to describe data. In Section 1.4, the 
final section of this chapter, we introduce the idea of a density curve as a 
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2 CHAPTER 1 Examining Distributions

way to describe the distribution of a variable. The most important statistical model 
is the Normal distribution, which is introduced here. Normal distributions are used 
to describe many sets of data. They also play a fundamental role in the methods that 
we use to draw conclusions from many sets of data.

1.1 Data
A statistical analysis starts with a set of data. We construct a set of data by first 
deciding what cases or units we want to study. For each case, we record information 
about characteristics that we call variables.

Cases, Labels, Variables, and Values 
Cases are the objects described by a set of data. Cases may be customers, 
companies, subjects in a study, or other objects.

A label is a special variable used in some data sets to distinguish the 
different cases.

A variable is a characteristic of a case.
Different cases can have different values for the variables.

EXAMPLE 1.1 Restaurant Discount Coupons

A website offers coupons that can be used to get discounts for various items at local 
restaurants. Coupons for food are very popular. Figure 1.1 gives information for  
seven restaurant coupons that were available for a recent weekend. These are the 
cases. Data for each coupon are listed on a different line, and the first column has the 
coupons numbered from 1 to 7. The next columns gives the type of restaurant, the 
name of the restaurant, the item being discounted, the regular price, and the discount 
price. 

Excel

Some variables, like the type of restaurant, the name of the restaurant, and the 
item simply place coupons into categories. The regular price and discount price col-
umns have numerical values for which we can do arithmetic. It makes sense to give 
an average of the regular prices, but it does not make sense to give an “average’’ type 
of restaurant. We can, however, do arithmetic to compare the regular prices classified 
by type of restaurant.

Th
e 

Ph
oT

o 
W

oR
ks

DATA

COUPONS

FIGURE 1.1 Food discount 
coupons, Example 1.1.
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Categorical and Quantitative Variables 
A categorical variable places a case into one of several groups or categories. 

A quantitative variable takes numerical values for which arithmetic 
operations, such as adding and averaging, make sense.

EXAMPLE 1.2 Categorical and Quantitative Variables for Coupons

The restaurant discount coupon file has six variables: coupon number, type of 
restaurant, name of restaurant, item, regular price, and discount price. The two price 
variables are quantitative variables. Coupon number, type of restaurant, name of 
restaurant, and item are categorical variables. 

An appropriate label for your cases should be chosen carefully. In our food 
coupon example, a natural choice of a label would be the name of the restaurant. 
However, if there are two or more coupons available for a particular restaurant, or if 
a restaurant is a chain with different discounts offered at different locations, then the 
name of the restaurant would not uniquely label each of the coupons.

APPLy yoUR KnowLEDGE

1.1 How much is the discount worth? Refer to Example 1.1. Add another  
column to the spreadsheet that gives the value of the coupon. Explain how you 
computed the entries in this column. Does the new column contain values for a 
categorical variable or for a quantitative variable? Explain your answer. 

In practice, any set of data is accompanied by background information that 
helps us understand the data. When you plan a statistical study or explore data from 
someone else’s work, ask yourself the following questions:

1. Who? What cases do the data describe? How many cases appear in  
the data?

2. What? How many variables do the data contain? What are the exact 
definitions of these variables? In what unit of measurement is each variable 
recorded?

3. Why? What purpose do the data have? Do we hope to answer some specific 
questions? Do we want to draw conclusions about cases other than the ones we 
actually have data for? Are the variables that are recorded suitable for the intended 
purpose?

APPLy yoUR KnowLEDGE

1.2 Read the spreadsheet. Refer to Figure 1.1. Give the regular price and the 
discount price for the Smokey Grill ribs coupon.

1.3 Who, what, and why for the restaurant discount coupon data. What 
cases do the data describe? How many cases are there? How many variables are 
there? What are their definitions and units of measurement? What purpose do the 
data have?

The display in Figure 1.1 is from an Excel spreadsheet. Spreadsheets are 
very useful for doing the kind of simple computations that you did in Exercise 1.1. 
You can type in a formula and have the same computation performed for each 
row.

DATA

COUPONS

DATA

COUPONS

DATA

COUPONS

spreadsheet
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Note that the names we have chosen for the variables in our spreadsheet do 
not have spaces. For example, we could have used the name “Restaurant Name’’ 
for the name of the restaurant rather than Name. In some statistical software pack-
ages, however, spaces are not allowed in variable names. For this reason, when 
creating spreadsheets for eventual use with statistical software, it is best to avoid 
spaces in variable names. Another convention is to use an underscore (_) where you 
would normally use a space. For our data set, we could have used Regular_Price and  
Discount_Price for the two price variables.

EXAMPLE 1.3 Accounting Class Data

Suppose that you are a teaching assistant for an accounting class and one of your 
jobs is to keep track of the grades for students in two sections of the course. The 
cases are the students in the class. There are weekly homework assignments that are 
graded, two exams during the semester, and a final exam. Each of these components 
is given a numerical score, and the components are added to get a total score that 
can range from 0 to 1000. Cutoffs of 900, 800, 700, etc., are used to assign letter 
grades of A, B, C, etc.

The spreadsheet for this course will have seven variables: 

•	 an identifier for each student 

•	 the number of points earned for homework 

•	 the number of points earned for the first exam 

•	 the number of points earned for the second exam 

•	 the number of points earned for the final exam 

•	 the total number of points earned 

•	 the letter grade earned. 

There are no units of measurement for student identifier and the letter grade. These 
are categorical variables. The student identifier is a label. The other variables are 
measured in “points.’’ Because we can do arithmetic with their values, these vari-
ables are quantitative variables. 

EXAMPLE 1.4 Accounting Class Data for a Different Purpose

Suppose the data for the students in the accounting class were also to be used to 
study relationships between student characteristics and success in the course. For 
this purpose, we might want to use a data set that includes other variables such as 
Gender, PrevAcct (whether or not the student has taken an accounting course in 
high school), and Year (student classification as first, second, third, or fourth year). 
The label, student identifier, is a categorical variable, variables involving points are 
quantitative, and the remaining variables are all categorical. 

In our examples of accounting class data, the possible values for the grade vari-
able are A, B, C, D, and F. When computing grade point averages, many colleges and 
universities translate these letter grades into numbers using A = 4, B = 3, C = 2,  
D = 1, and F = 0. The transformed variable with numeric values is considered to be 
quantitative because we can average the numerical values across different courses to 
obtain a grade point average.
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Sometimes, experts argue about numerical scales such as this. They ask whether 
or not the difference between an A and a B is the same as the difference between a 
D and an F. Similarly, many questionnaires ask people to respond on a 1 to 5 scale, 
with 1 representing strongly agree, 2 representing agree, etc. Again we could ask 
whether or not the five possible values for this scale are equally spaced in some 
sense. From a practical point of view, the averages that can be computed when we 
convert categorical scales such as these to numerical values frequently provide a 
very useful way to summarize data.

APPLy yoUR KnowLEDGE

1.4 Apartment rentals for students. A data set lists apartments available for 
students to rent. Information provided includes the monthly rent, whether or 
not a fitness center is provided, whether or not pets are allowed, the number of 
bedrooms, and the distance to the campus. Describe the cases in the data set, 
give the number of variables, and specify whether each variable is categorical or 
quantitative. 

Knowledge of the context of data includes an understanding of the 
variables that are recorded. Often, the variables in a statistical study are easy to 
understand: height in centimeters, study time in minutes, and so on. But each 
area of work also has its own special variables. A marketing research depart-
ment measures consumer behavior using a scale developed for its customers. 
A health food store combines various types of data into a single measure that 
it will use to determine whether or not to put a new store in a particular loca-
tion. These kinds of variables are measured with special instruments. Part of 
mastering your field of work is learning what variables are important and how 
they are best measured.

Be sure that each variable really does measure what you want it to. A poor 
choice of variables can lead to misleading conclusions. Often, for example, the 
rate at which something occurs is a more meaningful measure than a simple count 
of occurrences.

EXAMPLE 1.5 Comparing Colleges Based on Graduates 

Think about comparing colleges based on the numbers of graduates. This view tells 
you something about the relative sizes of different colleges. However, if you are 
interested in how well colleges succeed at graduating students whom they admit, it 
would be better to use a rate. For example, you can find data on the Internet on the 
six-year graduation rates of different colleges. These rates are computed by exam-
ining the progress of first-year students who enroll in a given year. Suppose that at 
College A there were 1000 first-year students in a particular year, and 800 graduated 
within six years. The graduation rate is 

 
800

1000
5 0.80 

or 80%. College B has 2000 students who entered in the same year, and 1200 gradu-
ated within six years. The graduation rate is 

 
1200

2000
5 0.60 

or 60%. How do we compare these two colleges? College B has more graduates, but 
College A has a better graduation rate. 

instrument

rate
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1.5 Which variable would you choose? Refer to the previous example on col-
leges and their graduates. 

(a) Give a setting where you would prefer to evaluate the colleges based on the 
numbers of graduates. Give a reason for your choice. 
(b) Give a setting where you would prefer to evaluate the colleges based on the 
graduation rates. Give a reason for your choice.

In Example 1.5, when we computed the graduation rate, we used the total num-
ber of students to adjust the number of graduates. We constructed a new variable by 
dividing the number of graduates by the total number of students. Computing a rate is 
just one of several ways of adjusting one variable to create another. In Exercise 1.1  
(page 3), you computed the value of the discount by subtracting the discount price 
from the regular price. We often divide one variable by another to compute a more 
meaningful variable to study.

Exercise 1.5 illustrates an important point about presenting the results of your 
statistical calculations. Always consider how to best communicate your results to 
a general audience. For example, the numbers produced by your calculator or by 
statistical software frequently contain more digits than are needed. Be sure that you 
do not include extra information generated by software that will distract from a clear 
explanation of what you have found.

 adjusting one variable 
to create another

SECTIon 1.1 Summary

•	 A data set contains information on a number of cases. Cases may be customers, 
companies, subjects in a study, units in an experiment, or other objects.

•	 For each case, the data give values for one or more variables. A variable describes 
some characteristic of a case, such as a person’s height, gender, or salary. Vari-
ables can have different values for different cases.

•	 A label is a special variable used to identify cases in a data set.

•	 Some variables are categorical and others are quantitative. A categorical variable 
places each individual into a category, such as male or female. A quantitative vari-
able has numerical values that measure some characteristic of each case, such as 
height in centimeters or annual salary in dollars.

•	 The key characteristics of a data set answer the questions Who?, What?, and Why?

•	 A rate is sometimes a more meaningful measure than a count.

SECTIon 1.1 Exercises

For Exercises 1.1 to 1.3, see page 3; for 1.4, see page 5;  
and for 1.5, see page 6.

1.6 Summer jobs. You are collecting information 
about summer jobs that are available for college 
students in your area. Describe a data set that  
you could use to organize the information that you 
collect. 
(a) What are the cases? 
(b) Identify the variables and their possible values.
(c) Classify each variable as categorical or quantitative. 
Be sure to include at least one of each.
(d) Use a label and explain how you chose it. 
(e) Summarize the key characteristics of your data set.

1.7 Employee application data. The personnel 
department keeps records on all employees in a 
company. Here is the information kept in one of the 
data files: employee identification number, last name, 
first name, middle initial, department, number of years 
with the company, salary, education (coded as high 
school, some college, or college degree), and age. 
(a) What are the cases for this data set? 
(b) Identify each item in the data file as a label, a 
quantitative variable, or a categorical variable. 
(c) Set up a spreadsheet that could be used to record the 
data. Give appropriate column headings, and include 
three sample cases.
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1.8 Where should you locate your business? You are 
interested in choosing a new location for your business. 
Create a list of criteria that you would use to rank cities. 
Include at least six variables, and give reasons for your 
choices. Will you use a label? Classify each variable as 
quantitative or categorical.

1.9 Survey of customers. A survey of customers of a 
restaurant near your campus wanted opinions regarding 
the following variables: (a) quality of the restaurant;  
(b) portion size; (c) overall satisfaction with the 
restaurant; (d) respondent’s age; (e) whether the  
respondent is a college student; (f) whether the respondent  
ate there at least once a week. Responses for items (a), (b),  
and (c) are given a scale of 1 (very dissatisfied) to 5 (very 
satisfied). Classify each of these variables as categorical 
or quantitative, and give reasons for your answers.

1.10 Your survey of customers. Refer to the 
previous exercise. Make up your own customer 
survey with at least six questions. Include at least 
two categorical variables and at least two quantitative 
variables. Tell which variables are categorical and 
which are quantitative. Give reasons for your answers.

1.11 Study habits of students. You are planning a 
survey to collect information about the study habits of 
college students. Describe two categorical variables 
and two quantitative variables that you might measure 
for each student. Give the units of measurement for the 
quantitative variables.

1.12 How would you rate colleges? Popular 
magazines rank colleges and universities on their 
“academic quality’’ in serving undergraduate students. 
Describe five variables that you would like to see 
measured for each college if you were choosing where 
to study. Give reasons for each of your choices.

1.13 Attending college in your state or in another 
state. The U.S. Census Bureau collects a large amount 
of information concerning higher education.1 For 
example, the bureau provides a table that includes the 
following variables: state, number of students from the 
state who attend college, and number of students who 
attend college in their home state. 
(a) What are the cases for this set of data? 
(b) Is there a label variable? If yes, what is it? 
(c) Identify each variable as categorical or  
quantitative. 
(d) Consider a variable computed as the number of 
students in each state who attend college in the state 
divided by the total number of students from the state 
who attend college. Explain how you would use this 
variable to describe something about the states.

1.14 Alcohol-impaired driving fatalities. A report 
on drunk-driving fatalities in the United States gives 
the number of alcohol-impaired driving fatalities for 
each state.2 Discuss at least two different ways that 
these numbers could be converted to rates. Give the 
advantages and disadvantages of each.

1.2 Displaying Distributions with Graphs
Statistical tools and ideas help us examine data to describe their main features. 
This examination is called exploratory data analysis. Like an explorer crossing 
unknown lands, we want first to simply describe what we see. Here are two basic 
strategies that help us organize our exploration of a set of data: 

•	 Begin by examining each variable by itself. Then move on to study the relation-
ships among the variables.

•	 Begin with a graph or graphs. Then add numerical summaries of specific aspects 
of the data.

We follow these principles in organizing our learning. The rest of this chapter pres-
ents methods for describing a single variable. We study relationships among two or 
more variables in Chapter 2. Within each chapter, we begin with graphical displays, 
then add numerical summaries for a more complete description.

Categorical variables: Bar graphs and pie charts
The values of a categorical variable are labels for the categories, such as “Yes’’ and 
“No.’’ The distribution of a categorical variable lists the categories and gives 
either the count or the percent of cases that fall in each category.

exploratory data analysis

distribution of a 
categorical variable
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EXAMPLE 1.6 How Do you Do online Research?

A study of 552 first-year college students asked about their preferences for online 
resources. One question asked them to pick their favorite.3 Here are the results: 

Resource Count (n) 

Google or Google Scholar 406

Library database or website  75

Wikipedia or online encyclopedia  52 

Other  19 

Total 552 

Resource is the categorical variable in this example, and the values are the names 
of the online resources. 

Note that the last value of the variable resource is “Other,’’ which includes all 
other online resources that were given as selection options. For data sets that have 
a large number of values for a categorical variable, we often create a category such 
as this that includes categories that have relatively small counts or percents. Careful 
judgment is needed when doing this. You don’t want to cover up some important 
piece of information contained in the data by combining data in this way.

EXAMPLE 1.7 Favorites as Percents

When we look at the online resources data set, we see that Google is the clear win-
ner. We see that 406 reported Google or Google Scholar as their favorite. To interpret 
this number, we need to know that the total number of students polled was 552. 
When we say that Google is the winner, we can describe this win by saying that 
73.6% (406 divided by 552, expressed as a percent) of the students reported Google 
as their favorite. Here is a table of the preference percents: 

Resource Percent (%) 

Google or Google Scholar 73.6

Library database or website 13.6

Wikipedia or online encyclopedia 9.4

Other 3.4

Total 100.0

The use of graphical methods will allow us to see this information and other 
characteristics of the data easily. We now examine two types of graphs.

EXAMPLE 1.8 Bar Graph for the online Resource Preference Data 

Figure 1.2 displays the online resource preference data using a bar graph. The 
heights of the four bars show the percents of the students who reported each of the 
resources as their favorite. 

The categories in a bar graph can be put in any order. In Figure 1.2, we 
ordered the resources based on their preference percents. For other data sets, an 
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alphabetical ordering or some other arrangement might produce a more useful 
graphical display.

You should always consider the best way to order the values of the categorical 
variable in a bar graph. Choose an ordering that will be useful to you. If you have 
difficulty, ask a friend if your choice communicates what you expect.

EXAMPLE 1.9 Pie Chart for the online Resource Preference Data 

The pie chart in Figure 1.3 helps us see what part of the whole each group forms. 
Here it is very easy to see that Google is the favorite for about three-quarters of the 
students. 

Wikipedia
9.4

Other
3.4

Library
13.6

Google
73.6

APPLy yoUR KnowLEDGE

1.15 Compare the bar graph with the pie chart. Refer to the bar graph in 
Figure 1.2 and the pie chart in Figure 1.3 for the online resource preference data. 
Which graphical display does a better job of describing the data? Give reasons 
for your answer.

We use graphical displays to help us learn things from data. Here is another 
example.

FIGURE 1.2 Bar graph for the 
online resource preference 
data, Example 1.8.
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FIGURE 1.3 Pie chart for the 
online resource preference 
data in Example 1.9.
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